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Ext remeSw itching?  VDX 
6740 , 6740 T, and 6740 T-1G 

Advanced Features to 
Transform Data Centers 
Data centers cont inue to evolve, creat ing a need for an infrast ructure that  
can support  grow th in Virtual Machines (VMs), d ist ributed applicat ions, 
and data, as well as the t ransit ion to cloud-based comput ing? w ithout  
compromising performance. The Ext remeSw itching VDX® 6740  and the VDX 
family of sw itches deliver the performance, f lexib ilit y, and eff iciency essent ial 
to modern data centers, including cloud and highly virtualized environments. 

VDX 6740  Sw itch 
The VDX 6740  (Figure 1) offers 48 10  Gigabit  Ethernet  (GbE) SFP+ 
ports and four 40  GbE QSFP+ ports. Each 40  GbE port  can be broken 
out  into four independent  10  GbE SFP+ ports, provid ing an addit ional 
16 10  GbE SFP+ ports. In addit ion, the sw itch features low  power 
consumpt ion, consuming 1 wat t  per 10  GbE port . 

VDX 6740 T Sw itch 
The VDX 6740 T (Figure 2) offers 48 10 GBASE-T ports and four 40  GbE 
QSFP+ ports. Each 40  GbE port  can be broken out  into four independent  
10  GbE SFP+ ports, provid ing an addit ional 16 10  GbE SFP+ ports. The 
sw itch also features low  power consumpt ion, consuming less than 5 wat ts 
per 10  GbE port . 

Highlight s 
- Transforms networks to deliver 

cloud scale, agilit y, and operat ional 
eff iciency w ith data center fabrics 

- Supports 1, 10 , and 40  GbE opt ions 
for opt imal f lexib ilit y and scale 

- Meets today?s applicat ion demands 
w ith high performance and low  latency 

- Delivers line-rate throughput  for all 
ports and packet  sizes 

- Fit s into any data center design by 
leveraging 10  GbE/40  GbE uplinks, 
Ports on Demand (PoD), and Capacit y 
on Demand (CoD) 

- Maximizes network availab ilit y 
w ith eff iciency and resiliency 

- Supports storage environments 
w ith advanced f lexib ilit y 

- Automates infrast ructure provisioning, 
validat ion, t roubleshoot ing, and 
remediat ion workflows

Data Sheet
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VDX 6740 T-1G Sw itch 
The VDX 6740 T-1G (Figure 3) offers 48 10 0 0 BASE-T ports 
and two 40  GbE QSFP+ ports. Each 40  GbE port  can be 
broken out  into four independent  10  GbE SFP+ ports, 
provid ing an addit ional eight  10  GbE SFP+ ports for uplink. 
A ll 48 10 0 0 BASE-T ports can be upgraded to 48 
10 GBASE-T ports via the Capacit y on Demand (CoD) 
software license. Two 40  GbE ports are enabled as part  of 
the base license. The addit ional two 40  GbE ports can be 
upgraded via the Ports on Demand (PoD) software license. 

The VDX 6740 , 6740 T, and 6740 T-1G are all Ethernet  fabric 
Top-of-Rack (ToR) sw itches that  support  a demanding 
data center environment . The VDX 6740  series of sw itches 
provides the advanced feature set  that  data centers 
require while delivering the high performance and low  
latency virtualized environments demand. Together w ith 
data center fabrics, these sw itches t ransform data center 
networks to support  the New  IP by enabling cloud-based 
architectures that  deliver new  levels of scale, ag ilit y, and 
operat ional eff iciency. These highly automated, 
software-driven, and programmable data center fabric 
design solut ions support  a breadth of network 
virtualizat ion opt ions and scale for data center 
environments ranging from tens to thousands of servers. 

Moreover, they make it  easy for organizat ions to architect , 
automate, and integrate current  and future data center 
technologies while they t ransit ion to a cloud model that  
addresses their needs, on their own t imetable and on 
their terms. 

Transforms Networks to Deliver 
New  Levels of  Scale, Ag ilit y, and 
Operat ional Eff iciency 
VDX sw itches allow  organizat ions to evolve their data 
center networks at  their own pace, w ith full investment  
protect ion. As the foundat ion for several data center 
architectures, VDX sw itches support  Ext reme IP fabrics, 
Ext reme VCS® fabrics, as well as network virtualizat ion, 
including cont roller-based network virtualizat ion 
architectures, such as VMware NSX-V-cert if ied, and 
standards-based cont roller-less architectures w ith 
Ext reme BGP-EVPN Network Virtualizat ion for 
architectural f lexib ilit y (see Figure 4). 

For organizat ions seeking automated provisioning 
capabilit ies to improve IT agilit y, VDX sw itches, together 
w ith Ext reme VCS Fabric technology, accelerate t ime to 
value through automated provisioning of network devices 
and network virtualizat ion. Automated service and 
resource upgrades further reduce ongoing maintenance 
t ime and costs. High availab ilit y is achieved through 
non-d isrupt ive In-Service Software Upgrade ( ISSU) and 
self-healing fabrics. 

Opt ionally, for DevOps-cent ric organizat ions, VDX sw itches 
can be provisioned using Ext reme Workflow  Composer?  
and Ext reme Workflow  Composer Automat ion Suites. 

Read more about  Ext reme Data Center Fabrics. 

Turnkey and Customizab le 
Lifecycle Automat ion 
Organizat ions that  aim to automate the ent ire network 
lifecycle but  lack suff icient  engineering resources can 
leverage Workflow  Composer, a server-based, DevOps- 
inspired network automat ion p lat form powered by 
StackStorm. The Workflow  Composer p lat form automates 
the ent ire infrast ructure lifecycle? from provisioning and 
validat ion to t roubleshoot ing and remediat ion. It  also 
integrates across IT domains for end-to-end event -driven 
workflow  automat ion. For more informat ion, see the 
Ext reme Workflow  Composer A t -A-Glance. 

Figure 1: The VDX 6740  Sw itch provides 48 
 10  GbE SFP+ ports and four 40  GbE QSFP+ ports. 

Figure 3: The VDX 6740 T-1G Sw itch provides 48 10 0 0 BASE-T/ 10 GBASE-
T ports and four 40  GbE QSFP+ ports. 

Figure 2: The VDX 6740 T Sw itch provides 48 10 0 0 BASE-T/
 10 GBASE-T ports and four 40  GbE QSFP+ ports 



W W W.EXTREMENETWORKS.COM 3

Designed to run w ith the Workflow  Composer p lat form, 
Workflow  Composer Automat ion Suites are ideal for IT 
organizat ions that  seek to embrace automat ion yet  
possess lim ited automat ion t raining or t ime. The suites 
provide out -of-the-box network lifecycle automat ion for 
commonly performed tasks, and are packaged to address 
major use cases. 

The Automat ion Suites Include 

- Network Essent ials: Basic build ing b locks to help 
organizat ions w ith lim ited resources get  up and 
running quickly, including workflows that  automate 
steps common to most  networks. 

- Data Center Fabrics: A  collect ion of workflows 
specif ic to provisioning, t roubleshoot ing, and 
remediat ing data center fabrics, including Ext reme IP 
fabric deployments. 

- Internet  Exchange Point s: Workflows to automate 
steps specif ically associated w ith Layer 2 Internet  
exchange connect ivit y, such as tenant  provisioning 
and maintenance. 

Each automat ion suite includes documentat ion and a 
collect ion of turnkey yet  customizable workflows, services, 
sensors, act ions, and rules. Organizat ions can use 
Automat ion Suites as-is or as starter kit s for build ing or 
customizing workflows specif ic to their data center 
requirements to reduce t ime-to-value. 

For more informat ion, see the Workflow  Composer 
Automat ion Suites A t -A-Glance. 

Addit ionally, VDX sw itches offer programmabilit y and 
interoperabilit y opt ions through a PyNOS Library and 
YANG model-based REST and Netconf APIs. Cloud 
orchest rat ion and cont rol through OpenStack and 
OpenDaylight -based SDN cont roller support  enable full 
network integrat ion w ith compute and storage resource 
provisioning and management . 

Ext reme Management  Center for 
Insights, Visib ilit y and Cont rol 
The VDX family of sw itches, including VDX 6740  can be 
managed by Ext reme Management  Center (XMC). XMC 
includes a suite of applicat ions, empowering 
administ rators to deliver a superior qualit y experience to 
end users through a single pane of g lass and a common 
set  of tools to provision, manage and t roubleshoot  the 
network. It  works across w ired and w ireless networks, 
from the edge to the data center and private cloud. 

XMC provides a consolidated view  of users, devices and 
applicat ions for w ired and w ireless networks ? from data 
center to edge. Zero touch provisioning lets one quickly 
bring new  infrast ructure online. A  granular view  of users, 
devices and applicat ions w ith an easy to understand 
dashboard enables eff icient  inventory and network 
topology management . 

Figure 4 : Mult ip le network architectures offer the f lexib ilit y that  can 
 help organizat ions rapid ly adapt  to changing business condit ions and t raff ic pat terns. 
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XMC also provides ecosystem integrat ion, includes off the 
box integrat ions w ith major enterprise data center virtual 
environments such as VMWare, OpenStack and Nutanix to 
provide VM visib ilit y and enforce securit y set t ings. Get  
more informat ion on Ext reme Management  Center. 

Meets Today?s Applicat ion 
Demands w ith High Performance 
and Low  Latency 
As data centers virtualize more of their servers and VM 
densit y per server increases, organizat ions w ill require 
higher bandw idth connect ivit y to support  the explosion of 
data and applicat ion processing. W ith 1/ 10  GbE 
connect ions, VDX 6740 , 6740 T, and 6740 T-1G sw itches 
deliver the high-performance comput ing needed to keep 
up w ith the demands of a virtualized data center, allow ing 
organizat ions to reduce network congest ion, improve 
applicat ion performance, and meet  the capacit y required 
by 1 GbE and 10  GbE servers. The 40  GbE uplinks can 
easily aggregate high-bandw idth t raff ic and reduce 
bot t lenecks that  occur when aggregat ing mult ip le 10  GbE 
connect ions, keeping data center networks working at  
peak performance. 

In a VCS fabric, VDX 6740  sw itches also help maximize 
network ut ilizat ion w ith hardware-based Ext reme 
Inter-Sw itch Link ( ISL) Trunking. Organizat ions can create 
an 80  GbE t runk by ut ilizing two 40  GbE ports, or a 160  
GbE t runk w ith 16 10  GbE ports. The ISL t runk is 
automat ically formed between two VDX 6740 , 6740 T, and 
6740 T-1G sw itches when they are linked together, allow ing 
t raff ic to be equally d ist ributed among all ports. This 
increases link eff iciency and lim it s t raff ic d isrupt ions, 
especially during high t raff ic t imes. A lso, 40  GbE and 10  
GbE t runking is supported between VDX 6740 , 6940 , and 
8770  sw itches. Refer to the Network OS Management  
Configurat ion Guide for more informat ion. 

Ext reme Met ro VCS technology provides an innovat ive 
solut ion to interconnect  data centers and their t raff ic f lows 
over d istance, guaranteeing supported t raff ic 
characterist ics. Met ro VCS technology configured for 
regular Ethernet  t raff ic supports 10  GbE ISLs up to 80  km, 
 40  GbE ISLs up to 40  km, and 10 0  GbE ISLs up to 40  km. 
To configure Met ro VCS technology for lossless t raff ic 
applicat ions (DCB/ FCoE*), refer to the Met ro VCS 
Pre-deployment  Guide for details. 

Availab ilit y TBD

Figure 5: The Ext reme Workflow  Composer Automat ion Suite Architecture. 
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W hile an increase in t raff ic can also create latency issues, 
VDX 6740  sw itches deliver very low  latency through 
w ire-speed ports w ith 850  ns (VDX 6740 ) and 3 ?s (VDX 
6740 T/ 6740 T-1G) any-port -to-any-port  latency. In addit ion, 
the sw itches deliver an indust ry-leading 24 MB deep 
buffer per sw itch. This provides the buffering capacit y to 
handle increases in t raff ic, especially during peak t imes 
when ports are congested, allow ing t raff ic to be 
d ist ributed across the ports. The VDX 6740 , 6740 T, and 
6740 T-1G feature a single ASIC design, instead of mult ip le 
ASIC designs commonly found on other sw itches, further 
improving performance and reducing latency since all 
ports can communicate via one ASIC. 

Fit s into Any Data Center Design 
Access ports are posit ioned to allow  for easy server 
connect ivit y and to simplify cabling. W ith a choice of 
front -to-back or back-to-front  airf low, these sw itches are 
ideal for ToR deployments connect ing servers, storage, 
and other sw itches, as well as for provid ing compat ib ilit y 
for either hot  aisle or cold aisle data center designs. W ith 
dual-speed funct ionalit y, each 1 GbE port  also supports 10  
GbE connect ions, provid ing the f lexib ilit y needed to 
support  a mixed environment  as data centers t ransit ion to 
higher bandw idth. 

The sw itches are designed to connect  data centers w ith 
mult ip le opt ions to meet  ind ividual design requirements. 
This f lexib le design provides investment  protect ion, g iving 
organizat ions a single sw itch that  can support  varying 
data center requirements. The follow ing features help 
organizat ions meet  their evolving needs: 

- 10  GbE or 40  GbE up links: The 40  GbE SFP+ ports 
offer the f lexib ilit y to expand and interconnect  the 
network infrast ructure intelligent ly and eff icient ly 
while reducing bot t lenecks. The sw itches offer the 
opt ion to separate the 40  GbE uplinks into four 10  
GbE uplinks via breakout  cables. As capacit y and need 
increase, organizat ions can revert  to 40  GbE when ready 

- Port s on Demand: Ports on Demand (PoD) enables 
organizat ions to act ivate 24 to 64 ports. They can 
purchase the number of ports that  they current ly need 
and seamlessly scale up later by simply applying a 
software license. This f lexib le and cost -eff icient  ?pay 
as you grow? licensing model solves scalabilit y 
challenges by allocat ing IT resources as needed.

- Capacit y on Demand: The Capacit y on Demand (CoD) 
license for the VDX 6740 T-1G enables organizat ions to 
upgrade all 48 10 0 0 BASE-T ports to 48 10 GBASE-T. 
This helps organizat ions migrate seamlessly from 1 
GbE to 10  GbE via a software license w ithout  ripp ing 
and replacing the physical sw itch

Maximizes Network Availab ilit y 
w it h Eff iciency and Resiliency 
Ext reme data center fabrics create a more eff icient  and 
resilient  network, and deliver the high performance and 
high reliab ilit y required by today?s data centers. 

Opt imizing East -West  Traff ic 

Tradit ional data centers are architected w ith a rig id , 
three-t ier t ree topology opt imized for the north-south 
t raff ic f low  of client -server comput ing environments, 
compromising performance, increasing latency, and 
creat ing bot t lenecks. W ith the increased prevalence of 
virtualizat ion and d ist ributed applicat ions, data center 
network t raff ic is now  predominant ly east -west , or 
server-server. Data center fabrics were designed and 
opt imized to address these t raff ic pat terns by moving 
t raff ic through any of the act ive paths and avoid ing the 
mult ip le hops required in other t iered topologies. 

In-Service Software Upgrade 

The VDX 6740  family of sw itches delivers a highly eff icient  
ToR In-Service Software Upgrade ( ISSU) by leveraging a 
software model that  uses a dual-OS infrast ructure on a 
mult i-core CPU. This enables data center administ rators to 
deliver enterprise-class business cont inuit y on ToR 
sw itches during a software upgrade/ downgrade process. 
This software change process is non-d isrupt ive to Layer 2, 
Layer 3, Fibre Channel, and FCoE* t raff ic. Moreover, the 
ISSU implementat ion is hardware-opt imized, thus reducing 
the t ime it  t akes to complete the upgrade/ dow ngrade 
process. 

Support s Storage Environments 
w ith Advanced Flexib ilit y 
The VDX 6740 , 6740 T, and 6740 T-1G offer advanced 
storage support  w ith mult ip le storage connect ivit y 
opt ions, including FCoE*, Fibre Channel* (VDX 6740  only) , 
iSCSI, and NAS storage. They also feature Data Center 
Bridg ing (DCB), which enables the reliab le exchange of 
storage t raff ic over the LAN network, elim inat ing packet  
loss when network congest ion occurs and allocat ing 
bandw idth as needed to keep the network running 
eff icient ly. Moreover, the sw itches offer Network-A t tached 
Storage (NAS) Auto QoS intelligence to priorit ize delay- 
sensit ive IP storage t raff ic w ithin the fabric and to help 
ensure consistent  performance while decreasing latency. 
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The VDX 6740  features 32 Flex Ports, which can take 
either a 10  GbE or 16 Gbps Fibre Channel* personalit y. In 
Fibre Channel* mode, these Flex Ports can be used to 
either d irect ly connect  Fibre Channel* storage to VCS 
fabrics or bridge FCoE* t raff ic to Fibre Channel* SANs, 
thus protect ing exist ing SAN investments. The Flex Ports 
and FCoE* features on the VDX 6740  can be turned on 
w ith an add-on software license. 

* FC and FCoE are d iscont inued from NOS 7.3 

Overview VDX 6740  VDX 6740 T  VDX 6740 T-1G 

 Form factor  1U  1U  1U 

 Sw itching bandw idth (data rate, full duplex)  1.28 Tbps  1.28 Tbps  1.28 Tbps 

 Sw itch performance  960  Mpps  960  Mpps  960  Mpps 

 Port -to-port  latency  850  ns  3 µs  3 µs 

 Dimensions and weight  

Height : 4 .32 cm (1.75 in.)  
Height : 4 .32 cm (1.75 in.)  

Depth: 40 .99 cm (16.14 in.
 Weight : 8.66 kg (19.1 lb)  

Height : 43.74 cm (17.22 in.)  
Height : 4 .27 cm (1.68 in.)  

Depth: 53.65 cm (21.12 in.)  
 Weight : Weight : 10 .82 kg 

(23.85 lb)  

Height : 43.74 cm (17.22 in.)  
Height : 4 .27 cm (1.68 in.)  

Depth: 53.65 cm (21.12 in.)  
 Weight : Weight : 10 .82 kg (23.85 lb)

 10  GbE SFP+ ports  Up to 64  Up to 16  Up to 16 

 2/4/ 8/ 16 Gbps Fibre Channel* Flex Ports 

Up to 32 (out  of 64 10  GbE ports)
Port  t ypes supported:

E_Port  (connect ing to EX_Port  only) , 
F_Port , N_Port  (Access Gateway mode)

0 0

 1/ 10  GBASE-T  0   48  48 

 40  GbE QSFP+ (10  GbE breakout  cable)  4   4   4  

 10  GbE Ports on Demand (PoD)  24, 32, 40 , 48, 56, 64  24, 32, 40 , 48, 56, 64  N/A  

 10  GbE Capacit y on Demand (CoD)  N/A   N/A   16, 32, 48 

 Power supplies  Two hot -swappable, 
 load-sharing 

 Two hot -swappable, 
 load-sharing 

 Two hot -swappable, 
 load-sharing 

 Cooling fans  N+1 redundant , integrated 
 into power supplies 

 N+1 redundant , f ive 
 hot -swappable fan unit s 

 N+1 redundant , f ive 
 hot -swappable fan unit s 

 A irf low  Front  to back
Back to front

Front  to back
Back to front

Front  to back
Back to front

VDX 6740 , 6740 T, and 6740 T-1G Feature Overview  
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Specif icat ions

Scalab il it y  Informat ion1 

Connector opt ions 
Out -of-band Ethernet  management : RJ45 ( f ixed) 
Console management : RJ45 to RS-232 ( f ixed)
Firmware and d iagnost ic: USB

Maximum VLANs 4,0 96 

Maximum MAC addresses 160 ,0 0 0  

Maximum port  profiles (AMPP) 1,0 24 

Maximum members in a standard LAG 64 

Maximum per-port  priorit y pause level 8 

Maximum sw itches that  a vLAG can span 8 

Maximum members in a vLAG 64 

Maximum ACLs 13,0 0 0  

Maximum ARP ent ries 32,0 0 0  

Maximum IPv4 unicast  routes 12,0 0 0  

Maximum IPv6 unicast  routes 3,0 0 0 2 

HA/ ISSU ISSU fully supported 

Mechanical

Enclosure Front -to-rear, rear-to-front  airf low ; 19-inch EIA-compliant ; power from 
non-port  side

Envitonmental

Temperature Operat ing: 0 °C to 40 °C (32°F to 10 4°F)
Non-operat ing and storage: -25°C to 70 °C (-13°F to 158°F) 

Humidit y Operat ing: 10 % to 85% non-condensing
Non-operat ing and storage: 10 % to 90 % non-condensing 

A lt it ude Operat ing: Up to 3,0 48 meters (10 ,0 0 0  feet )
Non-operat ing and storage: Up to 12 kilometers (39,370  feet )  

Shock Operat ing: 20  G, 11 ms half-sine
Non-operat ing and storage: Square wave, 44 G, 15 ms 

Vibrat ion Operat ing: 0 .5 G peak, 0 .7 G ms random, 5 to 50 0  Hz
Non-operat ing and storage: 2.0  g sine, 1.4  G rms random, 5 to 50 0  Hz 

A irf low  

VDX 6740 T port -side-intake: Maximum: 49.3 CFM; Nominal: 26.3 CFM
VDX 6740 T port -side-exhaust : Maximum: 51.9 CFM; Nominal: 27.3 CFM 
VDX 6740  port -side-intake and port -side-exhaust : Maximum: 25.7 CFM; 
Nominal: 11.5 CFM 

Heat  Dissipat ion 1,672.41 BTU/ hr

Power

Power Supplies Two internal, redundant , f ield-replaceable, load-sharing AC power supplies 

Power Inlet  C13 

Input  Voltage 85 to 264 VAC nominal 

Input  Line Frequency 50  to 60  Hz 

Inrush Current  Limited to 30  A  peak at  240  VAC during cold startup at  25°C ambien 

Maximum Current  66 A  max at  10 0  VAC/ 60  Hz 

Maximum Power Consumpt ion 
VDX 6740 : 110  W  
VDX 6740 T: 460  W  
VDX 6740 T-1G: 276 W  (Base SKU) 

1 Please refer to the latest  version of the release notes for the most  up-to-date scalabilit y numbers supported in software. 
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Safety Compliance 
CAN/ CSA C22.2 No. 60 950 -1-07 including A1 /  UL 60 950 -1-07, Ed. 2 
including A1 

CAN/ CSA-C22.2 No. 60 950 -1 Second Edit ion EN 60 950 -1 
Second Edit ion +A1/A12 

EN 60 950 -1 Second Edit ion +A1/A12 

IEC 60 950 -1 Second Edit ion +A1 

GB 4943.1-20 11 and GB9254-20 0 8 

CNS14336-1(99) 

EMC 
FCC Class A  

ICES-0 0 3 Class A  

VCCI-Class A  

CE 

C-Tick 

BSMI 

GOST 

KCC Class A  

CCC 

Immunit y 
ANSI C63.4  

ICES-0 0 3 Class A  

CISPR22 and JEIDA (Harmonics) 

EN550 22 Class A  and EN550 24 

CISPR22 

AS/ NZS CISPR22 

CNS 13438(95) 

51318.22-99 and 51318.24-99 

KN22 and KN24 

GB17625.1-20 0 3 

Environmental Regulatory Compliance 
RoHS-6 (w ith lead exempt ion) Direct ive 20 0 2/ 95/ EC 

Standards Compliance 

VDX 6740  products conform to the follow ing Ethernet  standards: 

- IEEE 80 2.1D Spanning Tree Protocol 

- IEEE 80 2.1s Mult ip le Spanning Tree 

- IEEE 80 2.1w  Rapid Reconfigurat ion of Spanning Tree Protocol 

- IEEE 80 2.3 Ethernet  

- IEEE 80 2.3ad Link Aggregat ion w ith LACP 

- IEEE 80 2.3ae 10 G Ethernet  

- IEEE 80 2.1Q VLAN Tagging 

- IEEE 80 2.1p Class of Service Priorit izat ion and Tagging 

- IEEE 80 2.1v VLAN Classif icat ion by Protocol and Port  

- IEEE 80 2.1AB Link Layer Discovery Protocol (LLDP) 

- IEEE 80 2.3x Flow  Cont rol (Pause Frames) 

- IEEE 80 2.3ab 10 0 0 BASE-T 

- IEEE 80 2.3z 10 0 0 BASE-X 
The follow ing draft  versions of the Data Center Bridg ing (DCB) and 
 Fibre Channel over Ethernet  (FCoE) standards are also supported on 
 the VDX 6740 : 

- IEEE 80 2.1Qbb Priorit y-based Flow  Cont rol 

- IEEE 80 2.1Qaz Enhanced Transmission Select ion 

- IEEE 80 2.1 DCB Capabilit y Exchange Protocol (Proposed under the 
DCB Task Group of IEEE 80 2.1 Working Group) 

- FC-BB-5 FCoE (Rev 2.0 ) 

The VDX 6740  products conform to the follow ing Fibre Channel standards: 

- FC-GS-5 ANSI INCITS 427:20 07 ( includes the follow ing) 

- FC-GS-4 ANSI INCITS 387: 20 0 4 

- FC-SP-2 INCITS 496-20 12 (AUTH-A, AUTH-B1 only)  

- FC-DA INCITS TR-36: 20 0 4 ( includes the follow ing) 

- FC-FLA INCITS TR-20 : 1998 

- FC-PLDA INCIT S TR-19: 1998 

- FC-MI-2 ANSI/ INCITS TR-39-20 0 5 

- FC-PI INCITS 352: 20 0 2 

- FC-PI-2 INCITS 40 4: 20 0 5 

- FC-PI-4  INCITS 1647-D, revision 7.1 (under development )  

- FC-FS-2 ANSI/ INCITS 424:20 0 6 ( includes the follow ing) 

- FC-FS INCITS 373: 20 0 3 

- FC-LS INCITS 433: 20 07 

- MIB-FA INCITS TR-32: 20 0 3 

RFC Support  
RFC 768 User Datagram Protocol (UDP) 

RFC 783 TFTP Protocol ( revision 2) 

RFC 791 Internet  Protocol ( IP) 

RFC 792 Internet  Cont rol Message Protocol ( ICMP) 

RFC 793 Transmission Cont rol Protocol (TCP) 

RFC 826 ARP 

RFC 854 Telnet  Protocol Specif icat ion 

RFC 894 A  Standard for the Transmission of IP Datagram over 
Ethernet  Networks 

RFC 959 FTP 

RFC 10 27 Using ARP to Implement  Transparent  Subnet  Gateways 
(Proxy ARP) 

RFC 1112 IGMPv1 

RFC 1157 Simple Network Management  Protocol (SNMP) 
 v1 and v2 

RFC 130 5 Network Time Protocol (NTP) Version 3 

RFC 1492 TACACS+ 

RFC 1519 Classless Inter-Domain Rout ing (CIDR) 

RFC 1584 Mult icast  Extensions to OSPF 

RFC 1765 OSPF Database Overf low  

RFC 1812 Requirements for IP Version 4  Routers 

RFC 1997 BGP Communit ies A t t ribute 

RFC 20 68 HTTP Server 

RFC 2131 Dynamic Host  Configurat ion Protocol (DHCP) 

RFC 2154 OSPF w ith Dig ital Signatures (Password, MD-5) 

RFC 2236 IGMPv2 

RFC 2267 Network Ingress Filtering 

RFC 2328 OSPF v2 

RFC 2370 OSPF Opaqie Link-State Advert isement  
 (LSA) Opt ion Part ial Support  

RFC 2375 IPv6 Mult icast  Address Assignments 

RFC 2385 Protect ion of BGP Sessions w ith the TCP MD5 Signature 
Opt ion 

RFC 2439 BGP Route Flap Damping 

RFC 2460 Internet  Protocol, Version 6 (v6) Specif icat ion 
(on management  interface )  

RFC 2462 IPv6 Stateless Address Auto-Configurat ion 

RFC 2464 Transmission of IPv6 Packets over Ethernet  Network 
 (on management  interface) 
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RFC Support  (cont .)  
RFC 2474 Definit ion of the Different iated Services Field in the IPv4 

and IPv6 Headers 

RFC 2571 An Architecture for Describ ing SNMP Management  
Frameworks 

RFC 2711 IPv6 Router A lert  Opt ion 

RFC 2865 Remote Authent icat ion Dial-In User Service (RADIUS) 

RFC 310 1 The OSPF Not -So-Stubby Area (NSSA) Opt ion 

RFC 3176 sFlow  

RFC 3137 OSPF Stub Router Advert isement  

RFC 3392 Capabilit ies Advert isement  w ith BGPv4 

RFC 3411 An Architecture for Describ ing SNMP Frameworks 

RFC 3412 Message Processing and Dispatching for the SNMP 

RFC 3413 Simple Network Management  Protocol (SNMP) Applicat ions 

RFC 3587 IPv6 Global Unicast  Address Format  

RFC 3623 Graceful OSPF Restart  - IETF Tools 

RFC 3768 VRRP 

RFC 4271 BGPv4 

RFC 4291 IPv6 Addressing Architecture 

RFC 4292 IP Forwarding MIB 

RFC 4293 Management  Informat ion Base for the Internet  Protocol ( IP) 

RFC 4443 ICMPv6 (replaces 2463) 

RFC 4456 BGP Route Reflect ion 

RFC 4510 Lightweight  Directory Access Protocol (LDAP): Technical 
Specif icat ion Road Map 

RFC 460 1 Protocol Independent  Mult icast? Sparse Mode (PIM- 
 SM): Protocol Specif icat ion (Revised) 

RFC 4724 Graceful Restart  Mechanism for BGP 

RFC 4861/ 5942 IPv6 Neighbor Discovery 

RFC 4893 BGP Support  for Four-Octet  AS Number Space 

RFC 5280 TLS client  authent icat ing the server cert if icate 

RFC 570 9 OSPFv2 HMAC-SHA Cryptographic Authent icat ion 

RFC 5880 Bid irect ional Forwarding Detect ion (BFD) 

RFC 5881 Bid irect ional Forwarding Detect ion (BFD) for IPv4 and 
 IPv6 (Single Hop) 

RFC 5882 Generic Applicat ion of Bid irect ional Forwarding Detect ion 
(BFD) 

RFC 5883 Bid irect ional Forwarding Detect ion (BFD) for 
Mult ihop Paths 

IPv6 Rout ing 
RFC 2740 OSPFv3 for IPv6 

RFC 2545 Use of BGP-MP extensions for IPv6 

RFC 6187 SSH authent icat ion using X.50 9v3 d ig ital cert if icates and 
validat ing that  against  Pragma Fort ress SSH client  

RFC 6960 TLS client  authent icat ion doing X.50 9v3 cert if icate 
 revocat ion check dynamically using Online Cert if icate 

Status Protocol (OCSP) 

RFC 7166 Support ing Authent icat ion Trailer for OSPFv3 instead of 
IPsec 

IPv6 Mult icast  
RFC 2710 Mult icast  Listener Discovery (MLD) for IPv6 

VRRP/ VRRPe 
RFC 5798 VRRP Version 3 for IPv4 and IPv6 
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Network OS Software Capabilit ies
 VSC Fabrics IP Fabrics 

Sof tware Scalab il it y

Maximum sw itches in a fabric 48 Unlimited 

Maximum ECMP paths in a fabric 32 32 

Maximum LAGs in a fabric 2,0 0 0  Unlimited 

Layer 2 Sw itching  

Service Node Load Balancing
BFD/ARP Opt imizat ions 

X X 

Conversat ional MAC Learning X X 

Virtual Link Aggregat ion Group
(vLAG) spanning

X X 

Layer 2 Access Cont rol Lists (ACLs) X X 

Supports 2K ingress and egress ACLs X X 

Edge Loop Detect ion (ELD) X X 

Address Resolut ion Protocol (ARP) RFC 826 X X 

Private VLANs X 

Maintenance Mode/ Graceful Traff ic Diversion X 

Dist ributed VXLAN Gateway X 

Diagnost ic Ports X 

IP Maps Support  X 

L2 Loop prevent ion in an overlay environment  X 

High availab ilit y/ In-Service Software 
Upgrade? hardware-enabled 

X X 

IGMP snooping support  for mult icast  f looding X X 

IGMPv1/ v2 Snooping X X 

IGMPv3 X X 

MAC Learning and Aging X X 

Link Aggregat ion Cont rol Protocol (LACP) 
IEEE 80 2.3ad/ 80 2.1AX 

X X 

Virtual Local Area Networks (VLANs) X X 

VLAN Encapsulat ion 80 2.1Q X X 

Per-VLAN Spanning Tree (PVST+/ PVRST+) X X 

Rapid Spanning Tree Protocol (RSTP) 80 2.1w  X X 

Mult ip le Spanning Tree Protocol (MSTP) 80 2.1s X X 

STP PortFast , BPDU Guard, BPDU Filter X X 

STP Root  Guard X X 

Pause Frames 80 2.3x X X 

 Stat ic MAC Configurat ion X X 

Uni-Direct ional Link Detect ion (UDLD) X X 

Uplink sw itch for VDX sw itches, VCS fabrics, and the 
VCS Virtual Fabric feature

X 

Transparent  LAN Services X  

L2 Traceroute for VXLAN X X 

BUM Storm Cont rol X X 

Border Gateway Protocol (BGP4+) X X 

DHCP Helper X X 

Layer 3 ACLs X X 

Mult icast : PIM-SM, IGMPv2 X X 

OSPF v2/ v3 X X 

Stat ic routes X X 

IPv4/ v6 ACL X X 

 VSC Fabrics IP Fabrics 

Layer 3 Sw itching

Policy-Based Rout ing (PBR) X X 

Bid irect ional Forwarding Detect ion (BFD) X X 

32-Way ECMP X X 

VRF Lite X X 

VRF-aware OSPF, BGP, VRRP, stat ic routes X X 

VRRP v2 and v3 X X 

uRPF for IPv4 and IPv6 X  

IPv4/ IPv6 dual stack X X 

IPv6 ACL packet  f iltering X X 

BGP automat ic neighbor d iscovery for IP fabric  X 

BGP Addit ional-Path X X 

BGP-A llow  AS X X 

BGP Generalized TTL Securit y
 Mechanism (GTSM) X X

BGP graceful shutdown for maintenance mode  X 

BGP Peer Auto Shutdown X X 

Mult icast  Refactoring X X 

IPv6 rout ing X X 

OSPF Type-3 LSA Filter X X 

W ire-speed rout ing for IPv4 and IPv6 using any 
rout ing protocol X X 

BGP-EVPN Cont rol Plane Signaling RFC 7432  X 

BGP-EVPN VXLAN Standard-based Overlay  X 

Mult i-VRF X X 

IP Unnumbered Interface X 

Intersubnet  Rout ing 
 (Symmet ric and Asymmet ric)  X 

IP over Port  Channel X 

VRRP-E X X 

Fabric Virtual Gateway X X 

Stat ic Anycast  Gateway X 

ARP Suppression X 

Automat ion and Programmabilit y

OpenFlow  1.3 X X 

REST API w ith YANG data model X X 

Puppet  X X 

Python X X 

PyNOS libraries X X 

VMware vRealize p lugins X X 

DHCP automat ic fabric provisioning X X 

Netconf API X X 

Mult itenancy and Vrt ualizat ion 

TRILL FGL-based VCS Virtual Fabric feature X  

Virtual fabric extension X  

VM-Aware Network Automat ion X 

BFD for virtual fabric extension X 

Automat ic Migrat ion of Port  Profiles (AMPP) X X 
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Network OS Software Capabilit ies (cont .)
 VSC Fabrics IP Fabrics 

DCB

Priorit y-based Flow  Cont rol (PFC) 80 2.1Qbb X 

Enhanced Transmission Select ion (ETS) 80 2.1Qaz X 

Manual configurat ion of lossless queues for protocols 
other than FCoE and iSCSI 

X 

Data Center Bridg ing Exchange (DCBX) X 

DCBX Applicat ion Type-Length-Value (TLV) for FCoE 
and iSCSI 

X 

IP Storage

Inter-Sw itch Link ( ISL) X 

Deep on-chip packet  buffer X X 

Auto QoS for NAS X X 

VCS fabric auto forming/ auto healing X X 

Fibre Channel/ FCoE*

Mult i-hop Fibre Channel over Ethernet  (FCoE); 
requires Ext reme Networks VCS Fabric technology 

X 

FC-BB5 compliant  Fibre Channel
 Forwarder (FCF) 

X 

Nat ive FCoE forwarding X 

FCoE to Fibre Channel Bridg ing X 

FCoE on VDX 8770  X 

FCoE on QSFP+ port  X 

Mult i-hop Access Gateway Support  X 

End-to-end FCoE ( init iator to target )  X 

FCoE Init ializat ion Protocol (FIP) v1 support  for FCoE 
device log in and init ializat ion 

X 

Name Server-based zoning X 

Supports connect ivit y to FIP Snooping Bridge (FSB) 
device 

X 

FCoE t raff ic over standard LAG X  

Interface Binding X 

Dual Personalit y Ports X  

Logical SANs X 

High Availab il it y

ISSU L2 and L3 X X 

BFD X X 

OSPF3-NSR X X 

BGP4-GR X X 

Management  Module Failover X X 

Qualit y of  Service (QoS)

ACL-based QoS X X 

Eight  priorit y levels for QoS X X 

Class of Service (CoS) IEEE 80 2.1p X X 

DSCP Trust  X X 

DSCP to Traff ic Class Mutat ion X X 

DSCP to CoS Mutat ion X X 

DSCP to DSCP Mutat ion X X 

Random Early Discard X X 

Per-port  QoS configurat ion X X 

VSC Fabrics IP Fabrics 

Qualit y of  Service (QoS) cont . 

ACL-based Rate Limit  X X 

Dual-rate, three-color token bucket  X X 

ACL-based remarking of CoS/ DSCP/ Precedence X X 

ACL-based sFlow  X X 

Scheduling: St rict  Priorit y (SP), Deficit  Weighted 
Round-Robin (DW RR), Hybrid X X 

Scheduling (Hybrid)  

Queue-based Shaping X X 

Flow-based QoS X X 

Management  and Monitoring  

Logical chassis management  X 

IPv4/ IPv6 management  X X 

Indust ry-standard Command Line Interface (CLI)  X X 

Netconf API X X 

REST API w ith YANG data model X X 

VDX Plugin for OpenStack X X 

Link layer d iscovery protocol (LLDP) IEEE 80 2.1AB X X 

MIB II RFC 1213 MIB X X 

Sw itch Beaconing X X 

Management  VRF X X 

Sw itched Port  Analyzer (SPAN) X X 

Telnet  X X 

SNMP v1, v2C, v3 X X 

sFlow  RFC 3176 X X 

Out -of-band management  X X 

Remote SPAN (RSPAN) X X 

RMON-1, RMON-2 X X 

NTP X X 

Management  Access Cont rol Lists (ACLs) X X 

Role-Based Access Cont rol (RBAC) X X 

Range CLI support  X X 

UDLD X X 

OpenStack Neut ron ML2 p lugin X X 

Python X X 

Puppet  X X 

Dist ributed Configurat ion Management  X 

Maps sw itch health monitoring X 

Securit y 

Port -based Network Access Cont rol 80 2.1X X X 

RADIUS (AAA) X X 

TACACS+ X X 

Secure Shell (SSHv2) X X 

BPDU Drop X X 

Lightweight  Directory Access Protocol (LDAP) X X 

Secure Copy Protocol X X 

Port  Securit y X X 
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Ordering Informat ion

12151-0 619-16

SKU Descrip t ion 

Sof tware License 

BR-VDX6740 -FCoE Software, FCoE license for VDX 6740  and 6740 T 

Hardware 

BR-VDX6740 -24-F VDX 6740 , 24P SFP+ ports only? no opt ics, AC, non-port -side exhaust  airf low  

BR-VDX6740 -24-R VDX 6740 , 24P SFP+ ports only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 -48-Fds VDX 6740 , 48P SFP+ ports only? no opt ics, AC, non-port -side exhaust  airf low  

BR-VDX6740 -48-R VDX 6740 , 48P SFP+ ports only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 -64-F VDX 6740 , 64P SFP+ ports only? no opt ics, AC, non-port -side exhaust  airf low  

BR-VDX6740 -64-R VDX 6740 , 64P SFP+ ports only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 -64-ALLSW-F VDX 6740 , 64P SFP+ ports only? no opt ics, AC, FCoE*, VCS fabric, non-port -side exhaust  airf low  

BR-VDX6740 -64-ALLSW-R VDX 6740 , 64P SFP+ ports only? no opt ics, AC, FCoE*, VCS fabric, port -side exhaust  airf low  

BR-VDX6740 T-24-F VDX 6740 T, 24P 10 GBASE-T ports only? no opt ics, AC, non-port -side exhaust  airf low  

BR-VDX6740 T-24-R VDX 6740 T, 24P 10 GBASE-T ports only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 T-48-F VDX 6740 T, 48P 10 GBASE-T ports only? no opt ics, AC, non-port -side exhaust  airf low  

BR-VDX6740 T-48-R VDX 6740 T, 48P 10 GBASE-T ports only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 T-64-F VDX 6740 T, 48P 10 GBASE-T and 4  QSFP+ ports only? no opt ics, AC, non-port -side exhaust  airf low  

BR-VDX6740 T-64-R VDX 6740 T, 48P 10 GBASE-T and 4  QSFP+ ports only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 T-64-ALLSW-F VDX 6740 T, 48P 10 GBASE-T and 4  QSFP+ ports only? no opt ics, AC, FCoE*, VCS fabric, non-port -side exhaust  airf low  

BR-VDX6740 T-64-ALLSW-R VDX 6740 T, 48P 10 GBASE-T and 4  QSFP+ ports only? no opt ics, AC, FCoE*, VCS fabric, port -side exhaust  airf low  

BR-VDX6740 T-56-1G-F VDX 6740 T-1G, 48P 10 0 0 BASE-T and 2 40  GbE QSFP+ ports, upgradable to 10 GBASE-T via license only? no opt ics, AC, non-port -side 
exhaust  airf low  

BR-VDX6740 T-56-1G-R VDX 6740 T-1G, 48P 10 0 0 BASE-T and 2 40  GbE QSFP+ ports, upgradable to 10 GBASE-T via license only? no opt ics, AC, port -side exhaust  airf low  

BR-VDX6740 -8x10 G-POD 8-port  PoD license for VDX 6740  and 6740 T 

BR-VDX6740 -2x40 G-POD 2-port  40  GbE PoD license for VDX 6740  and 6740 T 

BR-VDX6740 T-1G-16X10 G-COD 16-port  1 GbE to 10  GbE Capacit y on Demand (CoD) upgrade license for VDX 6740 T-1G 

FRU and Opt ics 

XEN-250 W PSAC-F FRU 250  W  AC power supply/ fan, non-port -side exhaust  airf low, VDX 6740  

XEN-250 W PSAC-R FRU 250  W  AC power supply/ fan, port -side exhaust  airf low, VDX 6740  

XBR-50 0 W PSAC-0 1-F FRU 50 0  W  AC power supply/ fan, non-port -side exhaust  airf low, VDX 6740 T, 6740 T-1G 

XBR-50 0 W PSAC-0 1-R FRU 50 0  W  AC power supply/ fan, port -side exhaust  airf low, VDX 6740 T, 6740 T-1G 

XBR-AC-FAN-F AC fan, non-port -side exhaust  airf low, VDX 6740 T, 6740 T-1G 

XBR-AC-FAN-R AC fan, port -side exhaust  airf low, VDX 6740 T, 6740 T-1G 

XEN-R0 0 0 291 FRU, VDX 6740  f ixed rack-mount  kit  for 4-post  racks 

XEN-R0 0 0 292 FRU, VDX 6740  mid-mount  kit  for 2-post  racks 

XEN-R0 0 0 293 Flush-mount  kit  for 2-post  racks for VDX 6740  

XEN-R0 0 0 294 FRU, universal 2-post  mid-mount  kit / f lush-mount  kit , VDX 6740 T/ 6740 T-1G 

XEN-R0 0 0 295 FRU, universal rack-mount  kit , 4 -post , 24- to 32-inch depth rack, VDX 6740 T/ 6740 T-1G 

XEN-R0 0 0 296 FRU, universal rack-mount  kit  for 4  post  racks, VDX 6740 T/ 6740 T-1G 

* FC and FCoE are d iscont inued from NOS 7.3 
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